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# DATA ANALYSIS. A BRIDGE BETWEEN FACTOR ANALYSIS AND CHROMATOGRAPHY 

S. Ounnar, M. Righezza*<br>Institut de Chimie Organique et Analytique<br>CNRS UPRES-A 6005<br>Université d'Orléans<br>B. P. 6759<br>45067 Orléans Cedex 2, France


#### Abstract

Factor analysis has long been applied to the systematic investigation of chromatographic data. In this paper, two factor analyses, Principal Component Analysis and Correspondence Factor Analysis, are explained. The two approaches are applied to a trial set of chromatographic data. In the first part, the mathematical processes are shown. Particular attention is paid to the data pre-processing with correspondence factor analysis. Next, the results obtained from the two factor analyses are illustrated with two graphs, which are compared to the corresponding tridimensional graphs. Finally, the physicochemical meaning of the two factor analyses are explained with the use of physico-chemical properties of solutes.


## INTRODUCTION

Analytical chemistry has changed profoundly over the last few decades. The advent of intelligent instruments and laboratory automation has led analytical chemistry to information science.

Larger amounts of data are being collected and the rate will continue to accelerate in coming decades. It is now necessary to work on bigger data sets and to extract from them all accessible information.

One way to work on large data sets is to apply suitable data analysis. Data analysis methods have been proposed for a long time under the generic name of chemometrics. The earliest work, by K. Pearson ${ }^{1}$ and C. Spearman, ${ }^{2}$ dates from the beginning of the 19th century. Since this time, chemometrics has evolved and developed powerful tools for the investigation of large and complex data sets. ${ }^{3}$

Now, many chemometrics applications have been published in various domains such as analytical chemistry, ${ }^{477}$ therapeutic chemistry, ${ }^{8}$ biologic chemistry, ${ }^{9,10}$ geochemistry, ${ }^{11,12}$ food chemistry, ${ }^{13}$ spectroscopy, ${ }^{14}$ and geology. ${ }^{15}$

Chemometric techniques are based on mathematical and statistical processes. They aim to condense large assembly projects into more manageable time frames. Their modeling capability allows users to speed up methods development and the interpretation of complex data. For example, chemometrics can be used to accomplish a variety of goals in chromatography such as accelerating methods development, giving more effective multivariate calibration, or improving the detection and the monitoring of impurities.

One of the chemometric techniques, successfully applied in chromatography, is factor analysis. Factorial analysis was first used as a prospective implement ${ }^{16,17}$ to establish relationships between retention and various physico-chemical properties of solutes. Now, the of factorial analysis methods are more widely applied and affects various studies about selectivity of stationary phases, ${ }^{18,19}$ identification of drugs (or pharmaceuticals) with thin layer chromatography, ${ }^{20}$ or peaks deconvolution in liquid chromatography. ${ }^{21}$

Several different techniques of factor analysis used in the field of chromatography have been developed. In the thirties, H. Hotelling laid the foundations of principal component analysis (PCA). ${ }^{22}$ J. P. Benzécri's work ${ }^{23,24}$ has provided the bases for the development of correspondence factor analysis. Until the sixties, these methods were perfected but remained inaccessible because of the huge computing power necessary. The appearance and development of both hardware and software have permitted the popularization of these techniques.

Now, chromatographers may be eager to investigate factor analysis in the study of chromatographic processes (solute behavior, solvent effects...). First, they are faced with great difficulty in understanding and in applying chemometric methods to their own data. Next, chromatographers may have trouble interpreting the chemometric results. Some chromatographers have suggested "building a bridge between factor analysis and chromatography."

The present paper aims to explain factor analysis especially for chromatographers. The main purpose is to detail graphically the mathematical process of factor analysis through the study of chromatographic data.

Finally, the factor analysis results are interpreted with the help of well known physico-chemical properties such as adsorption energy or hydrophobic parameters.

## EXPERIMENTAL

The considered data were obtained from the literature. ${ }^{25-27}$ A series of substituted chalcones in position 4 or 4 ', corresponding to the E-s-cis and Z-s-cis isomers were studied with various chromatographic systems. The general structure is $\mathrm{X}-\mathrm{C}_{6} \mathrm{H}_{4}-\mathrm{CH}=\mathrm{CH}-\mathrm{CO}-\mathrm{C}_{6} \mathrm{H}_{4}-\mathrm{Y}$. The substituents X and Y are listed in Table 1.

Throughout this paper, the E-s-cis isomers are referred to as $\mathrm{X}-\mathrm{Y}$ and the Z -s-cis isomers as $\mathrm{X}-\mathrm{Y}^{*}$. The original data set corresponds to 63 compounds studied with 43 chromatographic systems.

From the original data matrix of capacity factors ( $\mathrm{k}^{\prime}$ ), ${ }^{25-27}$ a subset has been extracted. The reduced matrix is a set of 66 capacity factors of 22 compounds eluted with two normal phases (Diol, DNA) and one reversed phase (ODS) chromatographic system. The characteristics of the three chromatographic systems, the packing, the eluents, and the corresponding identifiers of the systems, are presented in Table 1.

## DISCUSSION

## Factor Analysis Methods

For the chromatographer, it is necessary to grasp the main information nested in huge series of data to give a physico-chemical meaning to the observed phenomenon. The principal interest in applying factor analysis in chromatography is to condense, extract, and represent the most important information dispersed over the content of a large data set.

The chromatographic measurements are made on several objects (i.e. solutes) under different experimental conditions (i.e. eluents, stationary phases) which are called variables. The results (i.e. retention, capacity factors...) are arranged in a table which is called a data matrix in which objects are associated with rows and variables with columns.

Table 1
Capacity Factors, $k$, for 22 E-s-cis and Z-s-cis Chalcones Separated on Three Chromatographic Systems

| Packing Eluent | Diol <br> Heptane/Ethanol (0.5/99.5) (v/v) | $\begin{gathered} \text { 3-(2,4-dinitro- } \\ \text { anilinopropyl) } \\ \text { Heptane/THF } \\ (3 / 97)(\mathrm{v} / \mathrm{v}) \end{gathered}$ | Zorbax ODS Water/Methanol $(\mathbf{3 0} / 70)(\mathrm{v} / \mathrm{v})$ |
| :---: | :---: | :---: | :---: |
| Identifiers | DIOL | DNA | ODS |
| H-H | 0.78 | 6.14 | 5.83 |
| $\mathrm{H}-\mathrm{CF}_{3}$ | 0.62 | 2.84 | 11.23 |
| $\mathrm{H}-\mathrm{tBu}$ | 0.64 | 7.01 | 24.66 |
| $\mathrm{H}-\mathrm{iPr}$ | 0.66 | 7.07 | 18.72 |
| $\mathrm{H}-\mathrm{Et}$ | 0.70 | 7.77 | 12.80 |
| $\mathrm{MeO}-\mathrm{MeO}$ | 3.44 | 82.46 | 5.83 |
| $\mathrm{MeO}-\mathrm{Me}$ | 1.78 | 29.57 | 8.76 |
| $\mathrm{Me}-\mathrm{MeO}$ | 1.75 | 31.88 | 9.65 |
| F-MeO | 2.03 | 22.57 | 5.36 |
| $\mathrm{NO}_{2}-\mathrm{F}$ | 3.52 | 19.34 | 4.32 |
| $\mathrm{NO}_{2}-\mathrm{H}$ | 2.68 | 18.91 | 4.02 |
| $\mathrm{H}-\mathrm{H}$ | 0.62 | 3.12 | 3.22 |
| $\mathrm{H}-\mathrm{CF}_{3}$ | 0.50 | 1.63 | 7.19 |
| $\mathrm{H}-\mathrm{tBu}$ | 0.53 | 3.65 | 16.63 |
| $\mathrm{H}-\mathrm{iPr}$ | 0.55 | 3.69 | 11.68 |
| $\mathrm{H}-\mathrm{Et}$ | 0.58 | 3.99 | 7.85 |
| $\mathrm{MeO}-\mathrm{MeO}$ | 2.05 | 23.19 | 3.74 |
| $\mathrm{MeO}-\mathrm{Me}$ | 1.06 | 9.09 | 5.84 |
| $\mathrm{Me}-\mathrm{MeO}$ | 1.28 | 10.94 | 5.45 |
| F-MeO | 1.29 | 8.05 | 3.56 |
| $\mathrm{NO}_{2}-\mathrm{F}$ | 2.43 | 13.67 | 2.93 |
| $\mathrm{NO}_{2}$ - -H | 1.90 | 13.23 | 2.77 |

Normal phases labelled (DIOL, DNA) and reversed phase labelled (ODS). Composition of the eluent for DIOL is Heptane/Ethanol (0.5/99.5 ( (v/v), for DNA, Heptane/THF (3/97) (v/v) and for ODS, Water/Methanol (30/70) (v/v). $\mathrm{Me}=\mathrm{CH}_{3} ; \mathrm{tBu}=$ tertiary butyl $; \mathrm{iPr}=$ iso propyl; $\mathrm{Et}=$ ethyl.

As long as data matrices are two-dimensional (two rows or two columns), they can be visualized with a two-dimensional plot in a Cartesian coordinate system. For multidimensional data matrices, this is no longer possible because of the abundance of entries and the complexity of data structure due to the interdependency between the variables and the objects. Methods of multivariate statistics are required to understand such data in their entirety and to deal
adequately with their mathematical properties. Factor analysis methods, ${ }^{28-41}$ such as principal component analysis or correspondence factor analysis, play an important role here. Their main objectives are to display multidimensional data in a space of smaller dimensions with a minimal loss of information and to extract the basic features behind the data with the ultimate goal of interpretation and/or prediction.

Principal component analysis and correspondence factor analysis represent the data in a space extracted from the data matrix. In the present paper, both methods are applied to the chosen data set. For each method, data are first analyzed graphically in Cartesian space. Next, factor analysis is applied and the projection of the data in the factorial space is drawn. Finally both graphs are compared.

## Principal Component Analysis

Principal component analysis (PCA) ${ }^{31,4145}$ is a linear algebra technique which attempts to describe the observed data on the basis of a small number of unique underlying factors. The starting point of PCA is data normalization followed by the calculation of the principal components, which define the factorial axes. The general process of PCA is given in Figure 1.

Data normalization is necessary for the analysis of multivariate data when the measurements differ greatly in scale. In this case, the results are strongly affected by the measurements which are largest in magnitude. To avoid this effect, various normalizations can be used.

The data can be scaled before any PCA processing to attribute the same a priori importance to the variables. So, subtracting each value from the average value of the concerned variable first centers the initial data matrix (Figure 1a). Then, the centered data matrix is reduced (Figure 1b) by dividing each element obtained by the standard deviation of the variable concerned. In the case of chromatographic studies, it is not necessary to reduce the data matrix because measurements do not differ in scale.

The study of the data matrix is divided into two parts. In the first one (Figure 1c), the objects are examined. The data matrix is considered as a juxtaposition of rows. The objects are represented as points in the vectorial space $R^{J}$ defined by the $j$ variables (Figure 1e).

In the vectorial space $R^{J}$, the objects constitute a cloud of data points, which is called $\mathrm{N}_{\mathrm{r}}$. The orthogonal directions given by the eigenvectors of the data matrix represent the inertia of the cloud $\mathrm{N}_{\mathrm{r}}$. These abstract factors, called principal components, define a new space in which the cloud has a new representation.


Figure 1. The general processing of the X data matrix with principal component analysis.

The principal components reproduce the original data matrix exactly. It is theoretically possible to determine as many principal components as original variables. However, only a few sets of principal components remain necessary since they retain most of the variance of the data. So, the factorial space is a reduced space of the vectorial $R^{J}$ space. The first axis corresponds to the main trend; often it represents the largest part of the information content, which can be related to physico-chemical parameters. The interpretation of the other axes becomes more difficult as the information content of the axis decreases. This is due to the mathematical definition of the method; only the first axis is strictly determined by the maximum of inertia of the raw data matrix, whereas the other axes are conventionally chosen perpendicular to the preceding ones. In the $\mathrm{R}^{J}$ space, the distances between objects must be interpreted as resemblance.

The second part concerns the variables (Figure 1d). The data matrix is considered as a juxtaposition of columns. The variables are represented as vectors in vectorial space $\mathrm{R}^{1}$ defined by the $i$ objects (Figure 1f). In this space, the extremities of vectors constitute the cloud $\mathrm{N}_{J}$. The PCA of the $\mathrm{N}_{\mathrm{J}}$ cloud, as for the objects, consists in a series of orthogonal directions for which the inertia of the projection of the cloud on these directions is maximal. The coordinates of


Figure 2. Plot of capacity factors (O E-s-Cis and * Z-s-Cis isomers) in three-dimensional space defined by the columns DIOL, DNA and ODS which represent the variables.
each variable are interpreted as correlation coefficient (r) with the principal components. The correlation coefficients calculated between the original variables and the principal components are used to interpret the meaning of the principal components. They are essential to interpret the principal components meaning. The representation of the variable is called a correlation circle.

Let us now apply PCA to the sample data matrix corresponding to the chromatographic study of the substituted chalcones.

The 22 solutes, called the objects, were studied with three chromatographic systems, which are the variables. Two graphical approaches are investigated. Chromatographers usually use the first one and the second is PCA.

The most natural way to exploit chromatographic data is to draw a diagram, which represents the variations of retention. The capacity factors are plotted (Figure 2) in the three dimensional space defined by DIOL, DNA, and ODS variables.

In this space, each compound has three coordinates, which are the capacity factors measured for the three chromatographic systems. In this graph, the solutes make a cloud. The main directions of the cloud defined by the


AXIS 2


Figure 3. Principal Component Analysis of 66 capacity factors (O E-s-Cis and * Z-s-Cis isomers) in normal and reversed phases. a) The compounds are projected in the plane defined by the first and the second best axes of inertia, which represent $93 \%$ of the information content. b) Circle of Correlation. The independence of the two chromatographic modes appears clearly.
orthogonal axes of inertia, can be represented by the plane drawn in dark in the Figure. A better representation of this Figure will just draw the cloud of points in the previously defined plane. The orthogonal directions of the plane must be calculated. That is the role of PCA.

The PCA of the retention data of the substituted chalcones, considered as the objects, leads to Figure 3. This graph represents the data matrix of capacity factors in a space defined by the first two principal components. The two graphs (Figure 2 and 3) represent the same information, one in three dimensional space and the other in the reduced factorial space calculated by PCA. The projections seem identical.

In Figure 2, the solutes which have the lowest retention with DIOL and DNA systems are in the left of the graph and those with the highest retention on the right. In Figure 3a, the solutes are projected from the left to the right. The PCA graph is similar to the representation of the solutes projected on the dark plane in Figure 2.

Let us now consider PCA of the variables. The correlation circle given in Figure 3 b shows that the principal direction defines the three variables projected along the first principal component. On the left side of the graph, the direction is given by ODS and, on the opposite side, by the DIOL and DNA variables. Interpretation of both graphs (3a and 3b) indicates that the solutes which have the highest retention with ODS systems are projected in the direction defined by ODS. Those which have the highest retention with DIOL or DNA systems are projected in the direction defined by the two corresponding variables.

Both usual and PCA graphs give a representation of the same information contained in the data matrix. The chromatographic approach is always limited to a three-dimensional graph taking into account, at the most, only three variables. PCA can be applied to matrices which have higher dimensions.

## Correspondence Factor Analysis

Correspondence factor analysis (CFA), ${ }^{23,24,35,41,43}$ follows the same process as PCA, except that the preprocessing of the data matrix is more complex. This preprocessing aims to weight the data in order to change the inertia of the cloud, giving more importance to the small values of the data matrix (Figure 4).

Due to the calculations involved in the preprocessing step, the data table (Figure 4.a) must be a matrix of a non-negative number $x_{i j}$, in which the row and the column sums are non-zero. A matrix $F$ of relative frequencies (Figure 4.b) is calculated by dividing each element $\mathrm{x}_{\mathrm{ij}}$ by the sum of the data $\left(\mathrm{n}=\sum_{\mathrm{i}} \sum_{\mathrm{j}} \mathrm{x}_{\mathrm{ij}}\right)$.
The data matrix of $x_{i j}$ values becomes a data matrix of $\left(\mathrm{f}_{\mathrm{ij}}=\frac{\mathrm{x}_{\mathrm{ij}}}{\mathrm{n}}\right)$ values. For the study of the objects, each row is transformed (Figure 4.c) into a row profile by dividing each $f_{i j}$ value of the row by its corresponding marginal value


Figure 4. The general processing of the $X$ data matrix with correspondence factor analysis.
$\left(f_{i}=\sum_{i} f_{i j}\right)$. The same transformation (Figure 4 d ) is applied to the variables. Each column is transformed into a column profile by dividing each $f_{i j}$ value of the column by its corresponding marginal value ( $f_{. j}=\sum_{j} f_{i j}$ ). The sums of the row or column elements are now equal to 1 . The initial sums of the row or column represent the weight of the row or column; thus, no information is lost during this transformation. Now, the weak values have a higher weight and the strong values a lower weight than in the initial data matrix.

The elements of the two matrices obtained (Figure 4c and Figure 4d) are represented in their corresponding space. Each object or variable, also called row or column profile, has $j$ or $i$ numerical coordinates.

The objects can be represented (Figure 4e) in the space $\mathrm{R}^{\mathrm{j}}$ and the variables in the space $\mathrm{R}^{1}$. Due to the symmetry between rows and columns in CFA, the construction of the cloud of column profiles (Figure 4f) is performed according to the same methodology.

As explained for PCA, the points constitute a cloud defined by several axes of inertia. The process must search for a series of orthogonal directions for which the inertia of the projection of the cloud on these directions is maximal. The first axis corresponds to the maximum of inertia of the cloud of data points. Other axes of this space are calculated perpendicular to the first and to each other. The factorial axes can reproduce the raw data matrix.

Concerning the spaces $R^{J}$ and $R^{1}$, it must be underlined that the similarity between two rows or two columns is defined by means of the distance between their profiles. This distance is termed chi-square distance $\left(\chi^{2}\right)$. For the rows (i.e., i,l row profiles), the following formula is used:

$$
d \chi^{2}(\text { row profile i, row profile } 1)=\sum_{j} \frac{1}{f_{. j}}\left(\frac{f_{i j}}{f_{i .}}-\frac{f_{l j}}{f_{1 .}}\right)^{2}
$$

Similarly, for the columns (i.e., $\mathrm{j}, \mathrm{k}$ column profiles) the distance is calculated as:

$$
\mathrm{d} \chi^{2}(\text { column profile } \mathrm{j} \text {, column profile } \mathrm{k})=\sum_{\mathrm{i}} \frac{1}{f_{\mathrm{i} .}}\left(\frac{\mathrm{f}_{\mathrm{ij}}}{\mathrm{f}_{. \mathrm{j}}}-\frac{\mathrm{f}_{\mathrm{ik}}}{f_{. \mathrm{k}}}\right)^{2}
$$

The chi-square distance has the properties of Euclidean distance and confers on $R^{j}$ and $R^{1}$ the structure of Euclidean spaces. This distance amounts to allocating to the $j$ th dimensions of $R^{j}$ the weight $1 / f_{j}$. The sum of the coordinates of each row profile is 1 and therefore, the cloud $N_{I}$ belongs to the plane $\mathrm{H}_{\mathrm{r}}$.

Each row profile has a weight equal to $f_{i}$. The barycentre of the weighted cloud $N_{I}$ is $G_{I}$. Its jth coordinate is the marginal value $f_{j}$. The barycentre can be interpreted as a mean profile.

Applied to $\mathrm{N}_{\mathrm{I}}$, factor analysis gives a first trivial direction linking the origin $O$ to $G_{I}$ and orthogonal to $H_{r}$. For further direction, $G_{I}$ is projected at the origin of the axes. The directions are the maximal lengthening directions of $\mathrm{N}_{\mathrm{I}}$. The same demonstration can be made for $\mathrm{N}_{\mathrm{J}}$.

Two factor spaces are obtained, one for the rows and one for the columns. Because of the geometric correspondence of the two clouds of points, the graphical display of the row and column profiles may be merged.

One factor space is obtained, which is simultaneously the factor space for the rows and the columns. CFA can be viewed as finding the best simultaneous representation of two data sets that include the rows and columns of a data matrix.


Figure 5. Plot of the row profiles $\left(\frac{f_{i j}}{f_{i .}}\right)$ (O E-s-Cis and * Z-s-Cis isomers) in space defined by the three columns DIOL, DNA and ODS.

To exploit the CFA graphs, the angle $\theta$ between the true profile point vector and the principal axis must be examined. The squared cosine of this angle, $\cos ^{2} \theta$, indicates the axis contribution to the inertia of the point. When $\cos ^{2} \theta$ is high, the axis explains the point's inertia very well; in other words when $\theta$ is low, the profile vector is said to lie in the direction of the axis, or "correlate" with the axis.

Let us apply CFA to the study of the series of substituted chalcones. To give a comprehensive representation, only the objects are considered. The preprocessing of the data matrix of the capacity factors is applied starting from Figure 4.a until Figure 4.c. Then, the objects are drawn in the $\mathrm{R}^{J}$ space defined by the columns (Figure 5). The three-dimensional plot is drawn with the three columns DNA and DIOL as $x$ and $y$ axes and ODS as $z$-axis. On this Figure, the objects are on the plane $\mathrm{H}_{\mathrm{I}}$ represented by the dark rectangle.


Figure 6. Correspondence Factor Analysis. Simultaneous projection of chromatographic systems ( $■$ ODS, DNA and Diol) and compounds (O E-s-Cis and * Z-s-Cis isomers) on the plane defined by the first and the second best axes of inertia which respectively represent $95 \%$ and $5 \%$ of the information content.

The factorial axes, which represent the inertia of the cloud, are defined on the same plane. Now, the completed data process is applied to the capacity factor data matrix. The CFA graph is given in Figure 6. This graph represents the cloud of data points in factorial space. The first two factorial axes are defined in the plane according to the results of Figure 5. The non-polar solutes are projected on the left side of the graphs and the polar solutes on the right side. The CFA graph reproduces the same information in two-dimensional space as Figure 5 in the three dimensional space.

It is interesting to compare the PCA and CFA graphs (Figures 3 and 6). Considering first only the first factorial axis, the two graphs are approximately identical. This means that the information given by the graphs is the same. No information is lost with CFA. The essential differences between the two graphs are the objects which have the highest capacity factors i.e; $\mathrm{H}-\mathrm{tBu}, \mathrm{H}-\mathrm{iPr}$ for the ODS variables and $\mathrm{MeO}-\mathrm{MeO}, \mathrm{NO}_{2}-\mathrm{F}$ for DIOL and DNA. With PCA these
objects are not weighted, whereas they are with CFA. Depending on the weight given by CFA, the importance of the highest values is decreased and reciprocally the importance of the lowest values is increased. This is especially evident on the second factorial axes of PCA and CFA. The $\mathrm{H}-\mathrm{H}, \mathrm{H}-\mathrm{H}^{*}$ and $\mathrm{H}-\mathrm{tBu}, \mathrm{H}-\mathrm{tBu}^{*}$ projections show clearly the effect of the weighting. The distance between $\mathrm{H}-\mathrm{H}$ and $\mathrm{H}-\mathrm{H}^{*}$, objects with low data values, are higher with CFA than with PCA. The distance between $\mathrm{H}-\mathrm{tBu}$ and $\mathrm{H}-\mathrm{tBu}$ * which have high data values, are smaller with CFA than with PCA.

The importance of the higher values in the inertia of the cloud is decreased. From these two graphs, chromatographers may have some difficulty determining which is the best graph. In fact, both graphs give specific and interesting information. The PCA graph, which may be easier to understand, gives the main trends defined by the highest values. The CFA graph gives more information to the objects which have small values with respect to the main trends.

The CFA graph increases the discrimination of the small values in cloud by increasing their importance on the inertia of the cloud. This effect on the inertia has often led to the conclusion that CFA is a more discriminating technique compared to PCA. The understanding of the weighting effect is may be more obvious by considering both projections of the objects and variables on the CFA graph.

Axis 1 of CFA is related, as with PCA, to the different systems. On the left side of the graph, the direction is given by ODS and, on the opposite side, by the DIOL and DNA systems. The two variables DIOL and DNA define axis 2 from the bottom to the top. These two directions, which are not really well defined by PCA are now evident. They make the resemblance or the affinity of the objects and the variables explicit. The differences between the solutes which have a high value with the two variables DIOL and DNA are better discriminated with CFA than with PCA (eg. $\mathrm{MeO}-\mathrm{MeO}, \mathrm{NO}_{2}-\mathrm{H}, \mathrm{NO}_{2}-\mathrm{F}$ ).

The high discrimination given by CFA seems to indicate that CFA is the best factorial analysis. In fact, the weighting effect responsible for the discrimination often gives more difficult graphs. The interpretation of these CFA graphs must be done very carefully.

## INTERPRETATION

The abstract factors (axes) extracted from PCA or CFA are not recognizable as physical or chemical parameters, as they are generated to yield a purely mathematical solution. To evaluate ideas concerning the nature of these factors, potential physical or chemical parameters of the chromatographic systems or of the solutes are tested.


Figure 7. Plot of the logarithm of capacity factors versus sum the adsorption energy $\left(Q^{\circ}\right)$ for the Diol ( E-s-Cis and + Z-s-Cis isomers) and DNA ( $\square$ E-s-Cis and x Z-s-Cis isomers) normal phase systems.

The PCA of the matrix of the series of substituted chalcones eluted from the three normal and reversed phase chromatographic systems is presented in Figure 3. The projection of the 22 compounds is given on the plane defined by the first and the second best principal component. The first two principal components account for $67 \%$ and $26 \%$, respectively, of total variance. The PCA of this matrix also gives the correlation circle of the chromatographic systems (Figure 3b).

Two main groups of systems define the two perpendicular directions, which clearly show their independence. These groups correspond to the normal (DIOL, DNA) and reversed phase (ODS) systems.

PCA gives trends about the affinity of compounds for the system belonging to the two chromatographic modes. In fact, the two directions described previously are related to the main parameters which govern the retention. Each group of systems gives an average direction, which presents a better dispersion for sets of compounds. In the center of the two directions the compounds with weak retention in comparison with the system concerned are projected. The more the compounds move off the center, the more they have a better affinity for the system concerned. For example, solutes $\mathrm{MeO}-\mathrm{MeO}$, $\mathrm{Me}-\mathrm{MeO}$ and $\mathrm{MeO}-\mathrm{Me}$ have a better affinity for NP than for RP systems.

$\log P$

Figure 8. Plot of The logarithm of capacity factors versus the logarithm of the hydrophobic parameter ( P ) for the ODS ( $\quad$ E-s-Cis and +Z -s-Cis isomers) reversed phase system.

Similarly, compounds $\mathrm{H}-\mathrm{tBu}, \mathrm{H}-\mathrm{iPr}$ and $\mathrm{H}-\mathrm{Et}$ have a better affinity for RP system. The capacity factors increase depending on the main directions defined by the NP and RP systems. So, trends in affinity are deduced from the proximity of compounds and system projections.

Both directions can be related to physico-chemical parameters. The physico-chemical parameters most commonly used in NP systems is the adsorption energy $\mathrm{Q}^{\circ}$ and the hydrophobic parameter $\log (\mathrm{P})$ in RP systems. The logarithm of capacity factors is plotted versus sum $\mathrm{Q}^{\circ}$ for the NP system (Figure 7) and versus Log ( P ) for the RP system (Figure 8). The good correlation confirms the important part played in the retention mechanism by the adsorption energy $\mathrm{Q}^{\circ}$ in the NP system and by the hydrophobic parameter Log $(\mathrm{P})$ in the RP system.

With CFA, the simultaneous projection of the chromatographic systems and compounds on planes defined by factorial axes 1 and 2 are given in Figure 6. The two best axes of inertia represent $95 \%$ and $5 \%$, respectively, of the information content. The CFA graph shows that the main trend represented on axis 1 is described by the chromatographic modes. Positive values on the abscissa correspond here to the NP mode and negative values to the RP mode. On the NP side one finds packing materials such as DIOL and DNA and, on the RP side, ODS bonded phases. The solutes located on the right side of the graph
have a low affinity for the RP system. These solutes have a better affinity for NP systems (DIOL, DNA). The compounds that have the greatest $k^{\prime}$ values for RP systems (ODS) are located on the left side of the graph. For example, let us examine three solutes, $\mathrm{MeO}-\mathrm{MeO}, \mathrm{H}-\mathrm{tBu}$ and $\mathrm{H}-\mathrm{H}$. Solute $\mathrm{MeO}-\mathrm{MeO}$ has a high $k^{\prime}$ value in the NP mode and a small $k^{\prime}$ value in the RP mode. Solute MeOMeO has a greater affinity for NP systems than for RP systems. Its abscissa is around 0.60 . Solute $\mathrm{H}-\mathrm{tBu}$ has a high $k^{\prime}$ value in the RP mode and a small $k^{\prime}$ value in the NP mode. Its abscissa is equal to -0.904 .

The affinity of solute $\mathrm{H}-\mathrm{tBu}$ is higher for RP system. Solute $\mathrm{H}-\mathrm{H}$ has an abscissa around zero. The affinity of this solute is equivalent in both systems. Consequently, the projection of solutes on axis 1 represents the chromatographic behavior of the solutes with respect to a single chromatographic system or to a set of chromatographic systems.

DNA and DIOL define axis 2 of CFA. The dispersion of solutes can be related to the dispersion of NP systems (DIOL, DNA). For example solute $\mathrm{MeO}-\mathrm{MeO}$ has a great affinity for DNA. Compound $\mathrm{NO}_{2}-\mathrm{F}$ has a great affinity for DIOL.

## CONCLUSION

To analyze chromatographic data, it is often necessary to use chemometric methods. Chemometric methods, such as factor analysis, can effectively be used to run a rough preliminary investigation.

The main objectives of factor analysis are, from formal considerations, the determination of linear combinations of variables and the dimensionality reduction of the data. For chromatographers, it can give a useful visualization of multidimensional data and help in the identification of underlying variables, groups of objects, and the determination of relations between variables and objects.

PCA puts the stress on the chromatographic affinity between the solutes and the chromatographic systems. Due to the weighting introduced in the data processing, CFA is more discriminating. The weighting effect underlines both the affinity and the selectivity of the chromatographic systems.

Nevertheless, CFA must be interpreted carefully. With homogeneous data, the weighting effect can modify the projections to give a representation of the selectivity of the chromatographic systems. In these cases, the part of information related to the affinity between the solutes and the chromatographic systems may not be represented on the map.
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